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A B S T R A C T   

Augmented reality (AR)-based programming using the demonstration method has been widely studied. However, 
studies on AR-based programming for remote robots are lacking because of the limitation of human–computer 
interaction. This paper proposes an AR-based robot teleoperation system and method using RGB-D imaging and 
an attitude teaching device. By sending the color and depth images of the remote robot environment to the local 
side, the operators can complete the teleoperation of the robot at the local side. First, the operators select key 
positions on the motion path of the robot endpoint from color images via a mouse, and the computer calculates 
the 3D coordinates of these key points in the robot base coordinate system to complete the position teaching 
process. In the robot attitude teaching process, the AR technology is used to superimpose the virtual robot model 
onto the color images of the robot teleoperation environment, so as to make the virtual robot endpoint to move 
along the teaching path. An operator can use the portable attitude teaching device designed in this study to 
control the robot movement parameters, such as the attitude and motion speed, during the movement of the 
virtual robot. After the position and attitude teaching processes, the robot movement trajectory can be generated. 
To make the base coordinate system of the virtual model consistent with that of the physical robot, we propose an 
online AR registration method, which does not require manually placing the AR registration marker. The pro-
posed AR-based robot teleoperation system can quickly and easily complete robot teleoperation at the local side.   

1. Introduction 

Teleoperation involves deploying remote robots to complete 
dangerous, inaccessible, or delicate tasks [1]. Efficient programming 
and accurate movement planning of such robots are bottlenecks in 
manipulating and programming remote robots. Robot programming is a 
key factor affecting the production efficiency in manufacturing fields 
[2]. Currently, online lead-through and offline programming methods 
are widely used in the industry. In the online lead-through programming 
method, the operator leads a physical robot through its desired motions. 
The robot can be programmed by recording the states of the encoders 
mounted on its joints. In online lead-through programming, the physical 
robot is occupied, which reduces the productivity of the robot. Offline 
programming requires an extensive modeling process to capture the 
underlying physical environment in 3D. The modeling process in turn 
requires a great deal of skill and finesse and is therefore time-consuming 
and costly. 

Programming by demonstration (PbD) is a process used to transfer 

new skills to a machine by relying on user demonstrations. PbD is 
intended to make programming accessible to novice users by providing 
them with an intuitive and familiar interface [3]. Therefore, human-
–robot interaction is an important factor affecting the teaching perfor-
mance of PbD. Currently, demonstration approaches for PbD fall into 
three categories: kinesthetic teaching, teleoperation, and passive 
observation [4]. In kinesthetic teaching, a user can program a robot by 
physically moving it through the desired motions [5], and the robot 
program can be generated by recording demonstrations directly on the 
robot using its integrated sensors. In teleoperation demonstration, a user 
operates robots indirectly using external input (such as a joystick, 
graphical user interface, and force feedback device). Unlike kinesthetic 
teaching, teleoperation does not require the user to be in the robot 
environment, making it suitable for remote robots [6]. Passive obser-
vation is also referred to as imitation learning. In this type of demon-
stration method, a user manually performs a task by himself/herself, and 
the external sensors (such as a tracking system and machine vision 
system) on the robot enable the robot to capture, observe, and imitate 
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the movements of the user. Unlike kinesthetic teaching and tele-
operation, passive observation does not require a physical robot. 

Teleoperation helps in handling dangerous, remote, or delicate tasks 
via robotic manipulators with enhanced safety at a lower cost and better 
accuracy. A teleoperation system includes a master subsystem, which is 
manipulated by an operator, and some slave subsystems that help 
handle the remote environment. In teleoperation, the perception of 
remote scenes and an effective human–computer interface are the key 
elements for realizing robot teleoperation. To enhance the human-
–computer interaction, we designed an augmented reality (AR)-based 
robot teleoperation system using RGB-D imaging and an attitude 
teaching device. The system provides a smooth human–robot interaction 
mode that enables a local operator to program the remote robot effi-
ciently. The main contributions of this paper are the following:  

(1) An effective and inexpensive human–robot interaction method 
using RGB-D imaging and an attitude teaching device is pro-
posed. With the human–robot interaction method, a local oper-
ator can complete the trajectory planning (including the path 
planning and orientation planning of the end effector of the 
robot) of a remote robot effectively. 

(2) A tele-AR registration method, which makes the coordinate sys-
tem of the virtual robot coincide with that of the physical robot, is 
proposed. 

The remainder of this paper is organized as follows: Section 2 sum-
marizes related studies in this area. Section 3 describes the AR-based 
robot teleoperation teaching system and key related key technologies. 
Section 4 discussed the system design and user studies. Finally, section 5 
concludes the paper. 

2. Related work 

In teleoperation demonstration, a user operates an input device to 
drive a remote robot. A teleoperation system typically includes a master 
subsystem, which is manipulated by an operator, and some slave sub-
systems that handle the remote environment [7]. Therefore, human-
–robot interaction is one of the key aspects of PbD for remote robots. 
Human–robot interaction, which can combine the skills of both humans 
and robots, has been widely studied. Tsarouchi at al. extensively 
reviewed human–robot interaction and its challenges in task planning 
and programming [8]. Using the concept of cyber–physical systems 
(CPS), Liu and Wang presented a remote human–robot collaboration 
system. This system can work in four different modes base on different 
scenarios. A remote robot control system and a model-driven display 
system were designed and tested in different scenarios. The test results 
showed that the human–robot collaboration system has considerable 
potential in hazardous manufacturing environments [9]. Nikolakis et al. 
designed a safe human-robot collaborative assembly system that can 
detect a human, and rapidly evaluate the distance between the human 
and the robot to avoid collision [10]. Currently, new types of human-
–computer interaction methods and devices are being incorporated for 
robot programming. 

Haptic feedback is a human–computer interaction method whereby 
sensory feedback is provided through touch and force. It has been widely 
used in virtual reality (VR) and teleoperation applications [11]. Frazelle 
et al. designed a haptic continuum interface for the teleoperation of 
extensible continuum manipulators [12]. Ni et al. [13] proposed an 
intuitive user interface for programming welding robots remotely using 
AR with haptic feedback. The system was equipped with a depth camera 

to reconstruct the surfaces of workpieces. A haptic input device allowed 
users to define the welding paths along these surfaces. The main chal-
lenge in haptic-based teleoperation is the real-time haptic rendering in 
the event of a network delay. 

With the development of gesture devices, gesture-based technology 
has been used for teleoperation. For example, Du et al. presented a real- 
time remote robot teleoperation method using Kinect-based hand 
tracking. The hand pose was used as a model to specify the pose of a 
remote robot end-effector [14]. Tsarouchi et al. proposed a high level 
robot programming method that can move a robot in different directions 
by detecting body and hand gestures [15]. Jha et al. presented a learning 
scheme from a demonstration-based trajectory planner for an industrial 
robot end-effector to imitate human arm motions [16]. A gesture-based 
teleoperation system can imitate human motions. However, it cannot 
realize an accurate positioning and movement path planning. 

To establish an accurate 3D model of the remote environment of a 
robot, a real-time 3D reconstruction technology has been used in tele-
operation. Chen et al. proposed a VR and Kinect-based immersive tele-
operation system and realized the reconstruction and simultaneous 
virtual environment creation of an unstructured agricultural scene [17]. 
Wang et al. presented a 3D model-driven remote robotic assembly sys-
tem, which could construct 3D models at runtime to represent unknown 
geometries at the robot side. With the help of 3D models over the 
Internet, a remote operator can manipulate a real robot instantly to 
complete remote assembly operations [18]. A real-time 3D reconstruc-
tion, however, is time-consuming. Recently, depth sensors have been 
widely used in teleoperation. Kent et al. presented constrained posi-
tioning and point-and-click human–computer interface, which in-
corporates scene information from the depth data of remote robot 
environment into the grasp pose specification process. This reduces the 
number of 3D conversions inputted by the user [19]. Vakanski et al. 
integrated a visual servoing tracking control to robustly follow a tra-
jectory generated from the observed sequence of images of demonstra-
tions. The constraints originating from the use of a visual servoing 
controller are incorporated into the trajectory learning phase [20]. 

Electromyography (EMG) signals can reflect muscle activation. 
Surface electromyography (sEMG) is a noninvasive technique for 
detecting the electrical activity of muscles. It has been used in tele-
operation to infer human motion intention. Luo et al. proposed a hybrid 
shared control method for a mobile robot with omnidirectional wheels. 
Operators utilized a 6-DOF haptic device and an EMG signal sensor to 
control the mobile robot [21]. Huang et al. developed a controller 
comprising a variable gain scheme to deal with fast-time-varying per-
turbations to enhance the tracking performance of a teleoperation sys-
tem. The gain of the controller could be adjusted linearly based on EMG 
signals collected from a Myo wearable armband [22]. Park et al. pro-
posed a path and impedance planning method for the impedance control 
of a robot based on PbD through telemanipulation using a surface EMG. 
The sEMG signals were used to estimate the impedance of the robot [23]. 
Goto et al. developed a hands-free remote operation system for a mobile 
robot using electrooculogram (EOG) and electromyogram (EMG). The 
motion commands generated by the processed EOG and EMG signals 
were used to drive the mobile robot [24]. Abibullaev et al. proposed a 
framework that integrates a brain–computer interface (BCI) and a hu-
manoid robot to develop a brain-controlled telepresence system with 
multimodal control features. In this system, the low-level control is 
executed by PbD models, and the higher-level cognitive commands are 
produced by the BCI system [25]. 

With the development of VR and AR technologies, physical robots 
are being replaced by digital ones. Thus, the safety and effectiveness of 
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PbD can be enhanced. AR technology is typically used in remote main-
tenance. For example, Mourtzis et al. developed a cloud-based service- 
oriented AR system for remote maintenance. Using this system, on-site 
technicians and the manufacturer can communicate with each other 
through the cloud platform; thus, the manufacturer can provide the on- 
site technicians with AR instructions for maintenance [26]. AR can also 
help superimpose computer-generated information onto the physical 
world and has been proven to be effective in programing robots through 
demonstration [27–29]. Hedayati et al. explored how to leverage AR 
technology to improve robot teleoperation. Three aerial robot tele-
operation interfaces using AR were presented, designed and evaluated. 
A participant user study showed that the teleoperation interfaces 
significantly improved the objective measures of teleoperation perfor-
mance and speed while reducing crashes [30]. Walker et al. designed an 
AR-based teleoperation system to increase operation effectiveness. This 
system enables users to control a virtual robot surrogate that fore-
shadows physical robot actions, rather than directly operating the 
physical aerial robot [31]. Michalos et al. designed an AR tool for op-
erators to provide multimodal support. In this system, the trajectory and 
workspace of the robot and other information of the production process 
can be visualized using AR technology so that the AR tool can enhance 
the operator’s safety [32]. 

In AR-based programming of an industrial robot, the robot itself is 
virtually projected onto the physical industrial environment. The 
alignment of the virtual robot with the physical environment is achieved 
using different types of AR registration methods. Operators can test their 
programming paths by controlling the movements of virtual robots 
through their environment. Several AR-based industrial robot PbD sys-
tems have been developed. Chong et al. [33] discussed the use of AR 
environments to make robot programming more intuitive. They showed 
how AR could be used to move an industrial robot through a 3D envi-
ronment without colliding with other objects. Fang et al. [34–37] pre-
sented an industrial robot PbD system with emphasis on trajectory 
planning (considering the dynamic constraints of the robot), orientation 
planning of the robot end-effector, human–virtual robot interaction 
methods, and adaptive path planning and optimization methods. Aleotti 
et al. [38] presented a visuo-haptic AR system to manipulate objects and 
learn tasks from demonstrations by humans. The system enabled users to 
operate a haptic device to interact with objects in a virtual environment. 
Chen et al. [39] presented an AR-based interactive robot teaching pro-
gramming system. With this system, unskilled shopworkers can operate 
a handheld teaching device to make the end-effector of a virtual robot to 
follow the endpoint of the handheld teaching device. Thus, the path of 
the virtual robot can be planned or tested interactively. Vega et al. [40] 
presented a system to command and collaborate with robots. An AR 
interface was used to allow a user to send high-level requests to a robot, 

in order to preview, approve, or modify the computed robot motions. 
AR technology is widely used in the field of robot programming. 

However, research and industrial applications of AR-based teleoperation 
of robots are limited. In the AR-based teleoperation of a robot, the robot 
is at the remote side, whereas the operator is at the local side. Hence, the 
local operator cannot operate the remote robot cell manually. This in-
creases the difficulty of AR registration, path planning, and task plan-
ning. This paper presents an AR-based robot teleoperation system that 
can capture the RGB-D images of remote environments. The local 
operator can define the trajectory of the robot endpoint using RGB-D 
imaging and an attitude teaching device. Subsequently, the defined 
trajectory can be tested using the AR technology. 

3. AR-based robot teleoperation teaching system and key 
technology 

To improve the flexibility and human–computer interaction of 
remote robot teaching programming and realize AR-based online 
teaching programming, a teaching programming for welding was taken 
as an example, and an AR-based industrial robot teleoperation teaching 
system using RGB-D imaging and an attitude teaching device was 
developed. As shown in Fig. 1, the remote side mainly includes a 
physical robot, a robot controller, and an RGB-D camera (Kinect cam-
era), that captures images of the remote side environment and transmits 
them to the local side; the teaching operator operates the mouse and 
attitude teaching device at the local side to complete the teaching pro-
gramming for robot teleoperation. The procedures for teaching pro-
gramming are as follows:  

(1) The local side teaching operator is equipped with a mouse to 
select the path trajectory points to be reached by the robot end 
effector from color images, and the computer calculates the 3D 
coordinates of each path point in the robot coordinate system to 
form the working path of the robot end effector.  

(2) The attitude teaching device is used to plan the attitude of each 
position on the working path.  

(3) The AR registration technology is used to superimpose the virtual 
robot model on the color images of the physical robot working 
environment collected in real time, and the planned path and 
attitude are used to drive the movement of the virtual robot 
model in order to simulate and verify the feasibility of robot 
trajectory (path and attitude). Finally, the robot control program 
is generated and sent to the remote robot controller for execution. 

Compared with conventional teaching methods, the proposed 
teaching system and method have several advantages. First, the robot 

Fig. 1. Structure of the teaching system.  
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teaching programming can be achieved without modeling the environ-
ment of the remote side. Second, no manual operations, including the 
arrangements of AR registration cards and manual marking of the co-
ordinates of the machined parts in the robot base coordinate system, are 
required at the remote side. In other words, the operator need not 
directly manipulate the physical robot. Therefore, the proposed teaching 
system is applicable to robot teleoperation programming and mobile 
robot programming. 

To realize the above-mentioned AR-based industrial robot tele-
operation methods using RGB-D imaging and attitude teaching device, 
two issues are resolved in this study. First, the AR registration is done 
online so that the base coordinate system of the virtual robot model 
coincidences with that of the remote physical robot. Second, an 
advanced human–computer interaction is achieved so that the operator 
can define the trajectory (e.g., path, attitude, and motion speed) of the 
remote robot locally. The following section presents an AR registration 
method based on the positioning function of the remote robot. 

3.1. AR registration method based on positioning function of remote robot 

To verify the robot trajectory (path and attitude) in the AR envi-
ronment, the virtual robot base coordinate system should coincide with 
the physical robot base coordinates in order to accurately superimpose 
the virtual robot model into the physical robot working environment, i. 
e., to achieve AR registration. In this teleoperation system, the physical 
robot base coordinate system is set as the world coordinate system, and 
by calculating the position and direction of the camera in the world 
coordinate system, the virtual robot model generated by the computer is 
accurately superimposed onto the images of the remote physical 
environment. 

Common vision-based AR registration algorithms mainly include 
marker-based registration algorithms and markerless-based registration 
algorithms. The marker-based AR registration algorithms require 

accurately placing markers in the robot working environment. The 
markerless-based registration algorithms also require marking the co-
ordinate system in advance, which is evidently unsuitable for AR-based 
robot teleoperation programming. As in robot teleoperation program-
ming, particularly online mobile robot programming, the remote side 
does not have an operator, and it is impossible to place registration cards 
and mark the coordinate system in advance. 

In this study, an AR registration method based on the positioning 
function of remote robot is proposed. In this method, the marker is 
installed on the robot end effector, the 3D coordinates of the marker in 
the physical robot coordinate system can be obtained from robot control 
program. Then, the coordinates of the marker in the images can be ob-
tained, and a coordinate conversion matrix Mwc between the robot base 
coordinate system and the color camera coordinate system is calculated. 

At the local side, the matrix Mwc is used to accurately superimpose 
the virtual robot model into the physical environment, so as to realize 
the overlap between the virtual robot base coordinate system and the 
physical robot base coordinate system, and AR registration. 

As shown in Fig. 2, the physical robot base coordinate system is OW −

XwYwZw, and the color camera coordinate system is Oc − XcYcZc. The 
steps involved in the proposed AR registration method are as follows:  

(1) The operator sends a control program through the local side 
teaching system to make the robot to replace the end effector 
with a registered marker (such as a small ball with a special shape 
and color). To improve the efficiency and accuracy of marker 
recognition, the marker used in this study is a small circular blue 
ball. 

(2) The operator sends the control program at the robot AR regis-
tration point to the remote side through the local side teaching 
system. The remote side physical robot controller receives the 
control program and controls the physical robot to realize point- 
to-point motion. In this study, the trajectory of the point-to-point 

Fig. 2. Online AR registration.  
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motion is a square, and the intermittent motion points are the 
four end points of the square.  

(3) At each intermittent motion point, the local side teaching system 
reads the coordinates Pi(xwi, ywi, zwi) of the registered marker in 
the physical robot base coordinate system from the remote side 
robot controller or control program, and collects the RGB-D 
image to identify the pixel coordinates Zi(ui, vi) of the feature 
points of the marker in the color images. Based on the imaging 
model of the Kinect cameras and camera parameters, the 3D co-
ordinates P′

i (xci, yci, zci) of the marker feature points in the color 
camera coordinate system are calculated (the specific conversion 
method is described in Section 3.2). By obtaining the coordinates 
of four and more intermittent motion points in the robot base 
coordinate system and the color camera coordinate system, we 
can calculate the conversion matrix Mwc from the robot base co-
ordinate system to the color camera coordinate system, which can 
be expressed as: 

⎡

⎢
⎣

xci
yci
zci
1

⎤

⎥
⎦ = Mwc ∗

⎡

⎢
⎣

xwi
ywi
zwi
1

⎤

⎥
⎦; Mwc =

[
R T
O→ 1

]

where R is a 3 × 3 rotation matrix, and T is a 3 × 1 translation vector. 
To improve the AR registration accuracy, the motion trajectory of 

robot can include multiple squares. By constructing and solving the 
least-squares problem, we can express Mwc as: 

Mwc = argmin
R, t

∑n

i=1
|
⃒
⃒
(
RP′

i + T
)
− Pi

⃒
⃒|

2 (1) 

The minimum value of Eq. (1) is obtained by finding the solution 
where the derivative of R and t is 0 [41]. 

In summary, the proposed AR registration method for robot tele-
operation meets the requirements of online industrial mobile AR 
teaching because it has the following advantages over other AR regis-
tration methods:  

(1) It does not require manual placing of any marker in advance, and 
the positioning function of the remote side robot can be used to 
realize AR registration in the online environment.  

(2) It is more suitable for multiple cameras. For example, three 
cameras are used in this study. The proposed AR registration 

method can realize AR registration from the viewpoints of 
different cameras. In the teaching stage, the operator can switch 
to any of the three cameras as the main perspective for observing 
the virtual robot’s working scene and path planning as required. 

(3) It is more suitable for mobile robots, in which the robot manip-
ulator often moves from time to time after finishing a task. 

3.2. Robot path position teaching based on RGB-D imaging 

In robot programming, the robot motion trajectory is controlled by 
two parts: a motion path and a motion attitude. We take welding pro-
gramming as an example to propose robot path position teaching 
methods based on RGB-D imaging. Using a mouse, an operator can select 
path points on the color images to obtain the pixel coordinates of the 
path points. Based on the camera external parameter matrix Mwc ob-
tained from the Kinect camera imaging model and AR registration 
described in Section 3.1, the 3D coordinates of the path points in the 
physical robot coordinate system are calculated. The RGB-D images used 
for position teaching are teaching scenario images using the remote side 
main camera, the core of which is the conversion from the image co-
ordinate system to the robot base coordinate system. 

As shown in Fig. 3, the physical robot base coordinate system, Kinect 
color camera coordinate system, depth camera coordinate system, color 
image coordinate system, and depth image coordinate system are rep-
resented by OW − XwYwZw, Oc − XcYcZc, Od − XdYdZd, and O − UcVc, O −

UdVd, respectively. The classical pinhole camera model is used as the 
imaging model for the color and depth cameras [42]. Fig. 3 represents 
the conversion relationship between the point P and its projection point 
p (ud, vd, d) on the imaging plane of the depth camera, ud and vd 
represent the coordinates of the pixels, and d represents the depth be-
tween the point P and the imaging plane of the depth sensor. 

As shown in Fig. 3, the operator clicks on the color image, to obtain 
the path points of the robot. The pixel coordinates in the color image of 
the path point clicked by the operator are p (uc, vc). Obtaining the 3D 
coordinates P (xw, yw, zw) of the path point in the robot coordinate 
system (OW − XwYwZw) involves the following steps: 

Step 1: Obtain the pixel coordinates in the depth image from the 
color image pixel coordinates 

Since the depth and color camera sensors on the Kinect device are 
relatively fixed, there is a pixel coordinate matching relationship be-
tween the color and depth images. We call the MapColor-
FrameToDepthSpace function in the Kinect SDK to achieve a mapping 

Fig. 3. Kinect camera imaging model and coordinate system conversion.  
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from the color image pixel coordinates to the depth image pixel co-
ordinates. The color image pixel coordinates p (ucvc, ) and pixel depth 
d of the teaching path points are calculated. At this time, the pixels in the 
depth images can be denoted by p (ud, vd, d).
⎡

⎣
ud
vd
1

⎤

⎦ = W ∗

⎡

⎣
uc
vc
1

⎤

⎦ (2)   

Step 2: Calculate the coordinates in the depth camera coordinate 
system based on the internal parameter matrix Mt of the depth 
camera. 

Based on the pinhole imaging model of the Kinect depth camera, for 
any point (xd, yd, zd) in the depth sensor coordinate system Od − XdYdZd, 
the pixel coordinates (ud, vd) in the depth image coordinate system O −
UdVd can be calculated using the following equation: 

d

⎡

⎣
ud
vd
1

⎤

⎦ =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

f
dx

0 ud0 0

0
f

dy
vd0 0

0 0 1 0

⎤

⎥
⎥
⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎣

xd
yd
zd
1

⎤

⎥
⎥
⎦ = Mt

⎡

⎢
⎢
⎣

xd
yd
zd
1

⎤

⎥
⎥
⎦ (3)  

where Mt is the internal parameter matrix of the depth camera, d refers 
to the depth, ud0 and vd0 are the pixel coordinates of the center point on 
the depth image, f refers to the focal length of the depth camera, and dx 
and dy are the sizes of single pixel on the x-axis and y-axis of the depth 
sensor, respectively. From the above equation, we can express the 3D 
coordinates (xd, yd, zd) of any point p (ud, vd, d) on the depth image in 
the depth camera coordinate system as: 

⎡

⎣
xd
yd
zd

⎤

⎦ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

(ud − ud0) ∗ d ∗ dx

f

(vd − vd0) ∗d ∗ dy

f
d

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

(4)   

Step 3: Calculate the conversion matrix Md from the depth camera 
coordinate system to the color camera coordinate system 

Fig. 3 shows that the depth and color sensors have the same direction 
in the Kinect camera [43]. The origin of the depth camera coordinate 
system is shifted 51 mm in the positive X direction, which coincides with 
the origin of the Kinect color camera coordinate system. Therefore, the 
coordinate conversion matrix from the depth camera coordinate system 
Od − XdYdZd to the color camera coordinate system can be expressed as: 
⎡

⎢
⎣

xc
yc
zc
1

⎤

⎥
⎦ =

⎡

⎢
⎢
⎣

1 0 0 − 51
0 1 0 0
0 0 1 0
0 0 0 1

⎤

⎥
⎥
⎦ ∗

⎡

⎢
⎣

xd
yd
zd
1

⎤

⎥
⎦ = Md ∗

⎡

⎢
⎣

xd
yd
zd
1

⎤

⎥
⎦ (5) 

Combining Eqs. (2), (4), and (5) yields the conversion from the color 
image pixel coordinates to the RGB camera coordinates. In AR regis-
tration, after the RGB pixel coordinates of the marker feature point are 
recognized, the 3D coordinates in the color camera coordinate system 
can be obtained. 

Step 4: Calculate the coordinates of the path points in the robot base 
coordinate system. 

During the AR registration, presented in Section 3.1, the conversion 
matrix Mwc between the color camera coordinate system and the robot 
base coordinate system is obtained. Based on the camera imaging model, 
the conversion relationship between the coordinates (xc, yc, zc) in the 

color camera coordinate system and the coordinates (xw, yw, zw) in the 
robot coordinate system at any point can be expressed as: 
⎡

⎢
⎣

xw
yw
zw
1

⎤

⎥
⎦ = M− 1

wc ∗

⎡

⎢
⎣

xc
yc
zc
1

⎤

⎥
⎦ (6) 

Through the conversion between the coordinate systems of the color 
image pixel, depth image pixel, depth camera, color camera, and 
physical robot, the coordinates of the teaching path points clicked on the 
color image can be converted to the robot coordinate system, and the 
complete conversion can be expressed as: 

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

xw

yw

zw

1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

= M− 1
wc ∗ Md ∗

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

(ud − ud0) ∗ d ∗ dx

f

(vd − vd0) ∗ d ∗ dy

f

d

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

;

⎡

⎢
⎢
⎢
⎣

ud

vd

1

⎤

⎥
⎥
⎥
⎦
= W ∗

⎡

⎢
⎢
⎢
⎣

uc

vc

1

⎤

⎥
⎥
⎥
⎦

(7)  

3.3. Attitude and motion parameter teaching based on attitude teaching 
device 

After completing the teaching of the robot path position point, it is 
also necessary to plan the attitude and motion parameters of the 
endpoint during the robot movement along the teaching trajectory. 

The existing optical attitude tracking technology requires the 
installation of a camera. The system is large, lacks portability, and has a 
complicated calibration process. Therefore, it is unsuitable for robot 
teleoperation teaching. As shown in Fig. 4, a portable attitude teaching 
device based on the inertia sensor (IMU) is designed in this study. The 
portable device uses STM32F051K8U as the main control chip, measures 
the attitude of the teaching device in the geographic coordinate system 
through the BMI160 inertia sensor module, and transmits it to the local- 
side computers through a Bluetooth module. To control the motion 
parameters of the robot, the portable device is also equipped with four 
input buttons, i.e., controlling the start and stop of the attitude teaching 
and the acceleration and deceleration of the robot endpoint movement. 
The manipulator controls the attitudes of the portable attitude teaching 
device and the robot end effector. Therefore, it is important to establish 
a map between the attitude of the robot end effector and that of the 
attitude teaching device. In other words, the attitude of the attitude 
teaching device is the attitude of the robot end effector. 

As shown in Fig. 4, the geographic coordinate system is recorded as 
Og − XgYgZg, the local coordinate system of the attitude teaching device 
is Oa − XaYaZa, and the robot end effector coordinate system is Ob −

XbYbZb. The conversion between the geographical coordinate system 
and the robot base coordinate system is represented by a quaternion. In 
this system, as the robot base coordinate system has the same z-axis 
direction as the geographic coordinate system, and both meet the right- 
hand coordinate rule, the conversion relationship between the two co-
ordinate systems is only related to the z-axis rotation angle. Therefore, 
when the robot is installed, the z-axis angle difference between the 
physical robot base coordinate system and the geographic coordinate 
system can be calibrated in advance, which can be expressed as Q (Q.x,
Q.y, Q.z, Q.w) using a quaternion. 

The real-time attitude of the attitude teaching device in the 
geographic coordinate system is represented by a quaternion and 
denoted by qg (e.g., IMU sensor output), the attitude of the attitude 
teaching device in the robot base coordinate system is denoted by qw, 
and the conversion relationship between the geographical and robot 
base coordinate systems is denoted by Q. Accordingly, we have, 

qw = Q ∗ qg (8) 

After obtaining the attitude of the attitude teaching device in the 
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robot base coordinate system from Eq. (8), we take the attitude as the 
attitude to be reached by the robot end effector. The quaternion attitude 
information represented by qw is converted to the rotation matrix(rep-
resented by V)obtained from the Euler angles, which is expressed as   

Since the position of the robot end effector is known, after planning 
the attitude of the point, the robot inverse kinematics can be used to 
solve the angle of each joint of the robot to drive the movement of the 
virtual robot model. Fig. 5 illustrates the procedures of attitude teaching 
using the portable attitude teaching device designed in this study. 

We first initialize the portable attitude teaching device and establish 
a Bluetooth connection between the attitude teaching device and the 
local-side computers. When the operator presses the “start” button on 
the portable attitude teaching device to start teaching, the teaching 
system reads the starting point of the planning path to initialize the 
position of the robot’s endpoint, while receiving the attitude of the 

portable device to initialize the attitude of the end effector. The robot 
inverse kinematics module is used to solve the angle of each robot joint. 
The AR technology is used to superimpose the virtual robot model on the 
images of the physical environment. 

During the teaching process, the local-side computers read the status 
of the portable attitude teaching device in real time. The teaching 
operator can control the speed of the virtual robot endpoint movement 
(in terms of the acceleration and deceleration) through the buttons on 
the portable attitude teaching device and the attitude of the virtual robot 
end effector through the attitude of the portable attitude teaching de-
vice. The robot inverse kinematics module is also used to solve the angle 
of each joint of the robot, and the virtual robot model is superimposed 
on the images of the physical environment using the AR technology. 
Thus, the operator can observe the teaching scenario in which the virtual 
robot and real world are combined, and control the motion speed and 
attitude in real time to complete the teaching. When the operator presses 
the “Stop” button, the teaching ends. 

Fig. 4. Attitude teaching coordinate system.  

Fig. 5. Attitude teaching procedures.  

V =

⎡

⎣
1 − 2qw.y) 2 − 2 (qw.z) 2 2(qw.x ∗ qa1.y) − 2 (qw.z ∗ qw.w) 2(qw.x ∗ qw.z) + 2 (qw.y ∗ qw.w)
2(qw.x ∗ qw.y) + 2 (qw.z ∗ qw.w) 1 − 2qw.x) 2 − 2 (qw.z) 2 2(qw.y ∗ qw.z) − 2 (qw.x ∗ qw.w)
2(qw.x ∗ qw.z) − 2 (qw.y ∗ qw.w) 2(qw.y ∗ qw.z) + 2 (qw.x ∗ qw.w) 1 − 2qa1.x) 2 − 2 (qw.y) 2

⎤

⎦ (9)   
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3.4. Construction of remote scene based on KinectFusion API 

In the proposed teaching system, there are two problems in obtaining 
the depth images through only one Kinect camera. First, the Kinect 
camera can only obtain the depth image from its own viewpoint, Hence 
it can only capture part of the remote scene. Second, as shown in Fig. 6 
(a), the depth image contains a significant amount of noise. To improve 
the accuracy of the 3D coordinates of the teaching point in the robot 
coordinate system through the RGB-D imaging and ensure that the full 

scene information of the remote robot working environment is obtained. 
In this teaching system, we place three Kinect cameras around the 
teaching scenario, obtain the 3D point cloud data through these cameras 
and stitch them, and generate full-scene depth images of the remote 
robot working environment from the stitched point cloud data. The 
specific implementation steps are as follows: 

Three Kinect cameras are used to capture the color and depth images 
from the different angles of the remote robot working environment and 
the point cloud data are calculated using Eq. (4). 

Eq (1) of the AR registration algorithm, presented in the previous 
section, is used to calculate the conversion relationship M1wcM2wc M3wc 
between the three Kinect cameras and the physical robot base coordi-
nate system, i.e., the coordinate conversion relationship between the 
three Kinect cameras can be obtained. This conversion matrix trans-
forms the data collected by the two Kinect cameras into the space of 
another Kinect. In other words, one of the main cameras is selected as 
the reference, and the point cloud data of the other two cameras are 
unified to the coordinate system of the reference camera. 

The algorithm provided by KinectFusion API matches the 3D point 
cloud data to generate 3D point cloud data in the entire range of the 
teaching scenario, and the depth of the depth images is calculated from 
the point cloud data to generate depth images using the depth imagining 
model, as shown in Fig. 6(b). This is done to achieve accurate calculation 
of the depth and improve the path planning accuracy. 

Fig. 7. Structure of AR-based robot teleoperation system.  

Fig. 6. Depth images refine.  
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4. System design and user studies 

To verify the feasibility of the proposed method, we designed a 6- 
DOF AR-based robot teleoperation programming system. As shown in 
Fig. 7, the system is divided into two parts: a remote side and a local side. 
The former includes an ABB IRB120 robot, a teaching marker, three 
Kinect cameras, a bracket, and computers. The Kinect cameras are fixed 
onto the bracket and are aimed at the robot working area. The local side 
includes a computer (CPU: i7-7700HQ, RAM: 8 GB, graphics card: 
GTX1050Ti) and a portable attitude teaching device. The AR environ-
ment is composed of physical entities in the remote-side robot envi-
ronment and virtual robot models. The computer mouse and portable 
attitude teaching device are used for the human–computer interaction. 
The AR environment is displayed on the screen of the local-side com-
puters. Based on the VS2013 development environment, the software 
integrates ARToolkit 5.2 SDK, OpenSceneGraph3.0, OpenCV4.0, Kinect 
for Windows SDK2.0, and other interfaces. The remote-side system is 
only responsible for shooting the RGB-D image of the teaching scenario. 
It sends the images taken by it to the local side, receives the robot control 
program generated by the local side, and controls the robot movement. 
The local-side system is responsible for the entire teaching process and 
data processing. 

4.1. System function 

4.1.1. System initialization 
When the teaching system starts to work, the system is first initial-

ized, the online AR registration module is run, the camera pose in the 
robot base coordinate system is calculated, and the remote-side physical 
environment images are received. As shown in Fig. 8(a), based on the 
camera pose, the virtual robot model is superimposed on the physical 
environment to create an AR teaching environment. As shown in Figs. 8 
(b) and (c), the color and depth images are displayed in the position 
teaching window for position point teaching. The red region in the depth 
map indicates the distance. The darker the color, the shorter is the dis-
tance. It is important to note that although the robot is fixed on a 

platform in this experiment, the AR registration method proposed in this 
paper is also suitable for mobile robots that move after finishing a task. 

4.1.2. Position teaching stage 
As shown in Figs. 9(a) and (b), the operator uses the mouse to click 

the path points on the color images, and the clicked path points are 
displayed in the RGB-D image to help the operator perceive the physical 
environment and teaching points more clearly. The teaching system 
calculates the coordinates of the teaching points in the robot coordinate 
system using Eq. (7), to drive the virtual robot to reach the path points 
based on the default attitude. As shown in Fig. 9(c), the teaching path 
points and the attitude corresponding to the point will also be displayed 
on the color images via the AR teaching simulation window. To make the 
teaching of the path points more accurate, the operator can make several 
attempts on the path points until the appropriate path points are selected, and 
switch to any of the three cameras as the main perspective for observing the 
robot’s working scene and path planning, as required. 

4.1.3. Attitude teaching 
After the position teaching is completed (as shown in Figs. 10(a)), the 

local-side computer reads the key points on the path in order and makes 
the endpoint of the virtual robot model to follow the teaching path. 
During the movement, the teaching attitude of the endpoint is calculated 
on the basis of the attitude of the attitude teaching device. Based on the 
current position and attitude of the robot endpoint, the robot’s inverse 
kinematics model is used to calculate the angle of each joint axis of the 
robot to drive the movement of the virtual robot model, so as to realize 
the attitude planning during the movement of the virtual robot along the 
path. During attitude teaching, the teaching simulation interface is 
displayed in real time through the AR technology, and the operator 
adjusts the attitude of the robot endpoint based on the AR interface. 
Fig. 10 shows the motion map of the attitude teaching device that 
controls the movement of the robot end about the x-axis (Figs. 10(c) and 
(d)) and y-axis (Figs. 10(e) and (f)) from the initial state (Fig. 10(b)) in 
the attitude teaching process. During attitude teaching, the motion 
speed can be controlled by operating the buttons on the device. 

Fig. 8. System teaching window.  

Fig. 9. Position teaching interface.  
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4.1.4. Trajectory simulation 
After completing the trajectory planning, the teaching system drives 

the virtual robot model to reach the teaching attitude based on the 
rotation angle of each joint axis of the robot, so as to verify whether the 
teaching path is reasonable. If the trajectory is reasonable, the robot 
control program is generated on the basis of the rotation angle of each 
joint axis of the robot and is then sent to the remote side to control the 
movement of the physical robot (as shown in Fig. 11). 

In this study, a non-mobile robot manipulator is taken as an example 
to demonstrate the functions and programming workflow of the pro-
posed methods. However, the proposed methods are also suitable for 
mobile robot programming. In mobile robot manipulator programming 
over a wide working range, multiple RGB-D cameras should be used to 
capture RGB-D images of the working environment of the mobile robot. 
Once the position or orientation of the base under the robot manipulator 
changes, it is necessary to repeat the AR registration process to ensure 
that the virtual robot model generated by the computer can be accu-
rately superimposed onto the images of the physical environment. 
Consequently, in this case the base of the robot manipulator cannot 
move when the robot manipulator is working. To apply the proposed 
programming method to a robot manipulator whose base can move 
while working, a 6 DOF real-time tracking system is required to track the 
real-time position and pose of the base. 

4.2. Trajectory accuracy 

To verify the accuracy of the teaching path, the RGB and depth 
cameras of the Kinect setup were calibrated. By clicking on the four 
vertices of the rectangular plane on the color images using the mouse, 
the pixel coordinates of the four vertices could be interpolated (i.e., 
motion path in Fig. 9(c)). Eq (7) was used to calculate the 3D coordinates 
of all the pixel coordinates in the virtual robot coordinate system, so as 
to move the virtual robot model to the teaching position, save the 3D 
coordinates reached by the robot, process them in the MATLAB soft-
ware, and use the least-squares method to fit all the path points that are 
inside the rectangular box. Fig. 12(a) shows the 3D coordinates calcu-
lated using the camera depth image data and the fitted plane. Fig. 12(b) 
shows the straight-line distance from all the path points to the fitted 
plane. The average error is 1.1871 mm, and the maximum error is 
6.5941 mm. Fig. 12(c) shows the 3D coordinates and the fitted plane 
calculated from the depth data extracted after 3D reconstruction using 
KinectFusion API. As shown in Fig. 12(d), the average error of the 3D 
coordinate point to the fitted plane is 0.5050 mm, and the maximum 
error is 3.3261 mm. 

The experimental results indicate that the 3D coordinates of the path 
points calculated by the depth images have evident fluctuation, and the 
average and maximum errors are high. This is mainly due to the Kinect 
sensor, measurement settings, and error in the depth data owing to the 
properties of the surface of the object. After filtering the depth data and 
extracting the depth map to calculate the 3D coordinates after point 
cloud fusion, the fluctuation in the 3D coordinate points is significantly 
reduced, and the error is decreased. 

4.3. User survey 

To evaluate the teaching usability of the teaching system, a user 
survey was conducted. The system test experiment was performed with 
ten volunteers, all aged between 22 and 30. Their task was to implement 
welding operation teaching for robots. None of the volunteers had any 
experience in robot teaching programming; hence, the testers were 
familiarized with the teaching system and offline programming software 
simultaneously before starting the experiment. 

For the welding applications, the user was required to first operate 

Fig. 10. Attitude teaching interface.  

Fig. 11. Physical robot movement.  
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the teaching system to complete the system initialization. As shown in 
Fig. 9(c), the key points on the welding path at a certain end of the robot 
are defined by selecting the edge of the welding workpiece with the 
mouse, and the end of the robot is moved on the basis of the attitude of 
the attitude teaching device. 

To evaluate the performance of the teaching system in executing the 

tasks, we tested the time taken by the volunteers to complete the AR 
registration, position teaching, and attitude teaching, and the total time 
to complete the teaching task. Fig. 13 shows the time taken by the ten 
volunteers to complete the task. Fig. 14 shows the average time taken by 
the volunteers to complete the teaching task. The system can complete 
the AR registration in a short time and meet the requirements of online 
AR registration. The position teaching takes a long time because the key 
points and attitude need to be considered. Inexperienced operators can 
complete robot teaching in a short time using this teaching system. This 
can be attributed to the fact that the teaching environment of the AR- 
based robot teleoperation teaching system is relatively intuitive and 
does not require modeling, and there is no requirement to calibrate the 

Fig. 12. Experimental accuracy verification.  

Fig. 13. Time taken by volunteers.  

Fig. 14. Time to complete the teaching task.  
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coordinate system of the workpiece after the teaching is completed. 
To evaluate a tester’s experience for the system, we designed a 

questionnaire, as listed in Table 1, in terms of the operational safety, 
human–computer interaction, and rationality of the teaching proced-
ures. After the tester completes the teaching task, a score is assigned on 
the basis of the questionnaire with an evaluation index of 1–5; the higher 
the score, the higher the degree of recognition [44]. 

Fig. 15 shows the test results of the ten volunteers, including the 
standard deviation. The results indicate that the testers who had no 
robot programming experience could easily master the teaching system 
after several trials and learning. They could successfully complete the 
AR registration, path teaching, and attitude teaching. However, the 
testers do not have a favorable opinion with regard to the operation of 
the position teaching interface of the system. Because of the large res-
olution of the color image in the teaching environment, it overlaps with 
the depth and AR images during the display process. The display posi-
tions of the images need to be manually adjusted; however, there is no 
need to adjust the images during attitude teaching. The testers are of the 
opinion that the robot attitude can be easily controlled using the attitude 
teaching device. In addition, the testers gave a high evaluation score for 
the safety of the teaching process and the operation steps. The volun-
teers confirm that the virtual robot’s motion could be superimposed on 
the physical environment in real time through the AR technology for 
planning and verifying the teaching path, which can help them better 
understand the robot’s motion state during the teaching process at the 
local side and complete the robot teaching to control the physical robot 
at the remote side. 

5. Conclusions 

An AR-based robot teleoperation teaching system using RGB-D im-
aging and attitude teaching device was developed in this study. In this 
system, AR teaching is realized by sending the images of the remote-side 
environment to the local side and superimposing the virtual robot model 

onto the teaching environment images at the local side. The motion 
position of the virtual robot is determined by an operator who clicks on 
the color images, and the motion attitude is controlled using the attitude 
teaching device designed in this study. Through the simulation of the AR 
environment, the teaching pose could be displayed intuitively and in 
real time. The human–computer interaction was smooth, and the effi-
ciency and operability of the teaching programming of the remote robot 
were improved. 

A user survey showed that even people without programming 
experience could quickly master and use the system. The calibration 
process between the coordinate systems was also simplified. The 
teaching environment was displayed through three images, and the 
teaching process was divided into position teaching and attitude 
teaching, making the robot teaching process intuitive and easy to 
operate. The teaching process could be simulated in real time in the AR 
environment, so that operators can better observe and effectively con-
trol the robot’s movement during the teaching process. 

In the future, we intend to use the teleoperation programming sys-
tem to perform more complicated tasks, such as intersecting line weld-
ing programming and mobile robot programming, to further test the 
ability of this system. 
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